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Label-Free Explainability
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Label-free Importance

1 Feature Importance 
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2 Example Importance



Feature Importance
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• Feature Importance With Labels.

• Feature Importance With Label-Free



Feature Importance
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• Label-Free Completeness.

Label-free importance scores  =  sum to the black-box norm



Example Importance
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• Loss-Based Example Importance

(Supervised setting)

In a supervised setting, this typically correspond to a 

couple z = (x, y) with an input x ∈ X and a label y ∈ Y.



Example Importance
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• Loss-Based Example Importance

(Label-free setting)

Is it enough to drop the label and fix z = x in all the above 

expressions? No. -> Loss function can be different!



Example Importance
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• Representation-Based Example Importance

(Supervised setting)      

Inputs -> representations      

representations -> labels


